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Abstract

Scene segmentation is a developing field of research that
affects a wide range of domains such as medical imaging,
self-driving cars, and robotics. This paper presents the ap-
plication of a graph neural network in the computer vi-
sion domain. Specifically, the paper proposes a conver-
sion method to utilize a message-passing Graph Neural Net-
work in order to complete the task of scene segmentation.
This new method potentially enables the future use of non-
standardized image shapes in scene segmentation. My em-
pirical results show that the direct application of GNNs to
scene segmentation leads to poor performance. However,
this paper outlines potential reasons why and further areas
to explore in order to apply GNNs to the scene segmentation
task.

1. Introduction/Motivation

Many different fields such as medical imaging, self-
driving cars, and facial recognition utilize some form of
scene segmentation in order to complete complex tasks ac-
curately. Scene segmentation, also known as pixel-wise
dense labeling, is the task of splitting an image into vari-
ous object components by assigning a label to each pixel.
This is one step further from the typically object detection
where you detect and separate general objects within an im-
age. By labeling each pixel, the task produces a much finer
and potentially more accurate depiction of objects in the im-
age which can be utilized for much more complex tasks
such as self-driving cars. There are two types of segmen-
tation in today’s literature: scene (semantic) and instance
segmentation. Scene segmentation is labeling general ob-
ject categories to each pixel whereas instance segmentation
is labeling different instances of an object within an image.
This paper will focus on scene segmentation.

Computer vision has seen rapid recent developments
within scene segmentation, but most of the literature uti-
lizes common models derived from other various computer
vision tasks such as convolution neural networks or trans-
formers. This paper implemented and tested a Graph Neural
Network (GNN) [3] in order to accomplish scene segmen-

tation. Graph Neural Networks are machine learning appli-
cations centered on passing information between nodes in
order to create a node embedding where more similar nodes
are represented by more similar embeddings. These mod-
els have seen significant performance in node classification
problems, especially in the biomedical domain. Due to the
recent successes of graph neural networks, this paper ex-
plores the potential uses within scene segmentation as im-
ages can naturally be converted into a graph structure. The
ultimate goal of this paper is to explore the overall utility
of graph neural networks within scene segmentation. This
can enable the future use of non-standardized forms of im-
ages such as hand sketches where the implicit need for a
rectangle shaped image isn’t necessary.

2. Related Works

There has been a lot of literature on scene segmentation,
specifically surrounding different models such as convolu-
tional networks and transformers. Most of the literature
is centered on deep learning, such as Fully Convolutional
Networks [0], PointNet [7], and SegNet [2]. All these re-
lated works follow the same deep learning approaches that
has seen success for years such as convolutional networks,
transformers, and encoder-decoder setups.

For graph learning domain, the recent success with graph
neural networks has led to a large amount of literature on
different models. These range from Graph Convolutional
Networks [3], Graph Attention Networks [9], and Graph
Partition Neural Networks [4]. The main tasks for these
models that is relative to this paper is node classification
which is predicting the label for a given node [10].

In terms of using Graph Neural network for scene seg-
mentation, a recent paper [ 1] utilizes a Vision Transformer
to create a deep feature that the GNN can use to ultimately
cluster the nodes. This paper is unsupervised learning, but
in our datasets, we have labels. As a result, my paper will
utilize the GNN for a larger role than simply clustering with
N-cuts method.

3. Method

The goal is to extend the GNN into the computer vision
scene segmentation task. In order to investigate its full capa-
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bility within this domain, I first need to validate the GNN to
ensure the following experiment is accurate. To do so, I ran
the Graph Neural Network on the Cora dataset [8] which is
a graph dataset that consists of 2708 scientific publications
and seven total potential classes. These experiments will
compare my model to some baseline to ensure expected re-
sults to validate the entire setup is working correctly. The
baseline I used is a simple Multilayer Perceptron (MLP)
model. We expect this baseline should perform worse for
node classification since no additional graph information
such as the neighborhood information.

For my main experiment, I directly apply this GNN
model to the scene segmentation task. In order to accom-
plish this, I first had to convert images from the ADE20k
dataset [11] into a graph-like structure. Specifically, for
my data, I am using the Scene Parsing Benchmark ver-
sion which contains 20,210 training images, 2000 valida-
tion, and 150 object categories. This dataset provides a nice
range of image shapes and non-uniform distribution of ob-
jects within the images themselves. In order to utilize a
GNN on these images, I had to preprocess the images by
converting them into graphs. To convert an image into a
graph, our nodes for the graph will simply be pixel loca-
tions with the node features being the RGB values. Then
edges are added to our graph if the two nodes are neighbor-
ing pixels in the image. These edges are undirected since
the relationship is symmetric. This is shown in Figure 1.
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Figure 1. A small example of image to graph conversion.

For the framework of my model, I used a conventional
Graph Neural Network that utilizes message-passing to cre-
ate node representations. The internal goal of a GNN is
to create internal node representations for each node that
can be used to ultimately classify that node. These node
representations are created and updated using an iterative
message-passing scheme which contains two parts: an ag-
gregation and update step. The aggregation step is simply
the sum of all neighborhood node representations, and the
update step is updating the current node’s representation
with this new aggregated information. These iterative steps
are completed a number of times depending on the total lay-
ers of the model. For scene segmentation, message-passing
theoretically provides a potentially compatible framework
as a given node (pixel) will utilize information from its

neighbors. Since the task inherently has objects in an im-
age being a clump of pixels, this information is necessary
and useful. The overall message-passing scheme is shown
in Figure 2.

Figure 2. A small example of message-passing within a Graph
Neural Network as taken from [5].

With the model defined, we apply the GNN to the scene
segmentation task by utilizing the already common task of
node classification. Since the nodes of our graphs are pix-
els, I directly translate the the node classification task into
the pixel labeling task. Here, the nodes are being classified
into the 150 potential objects, and each classification is our
attempted label to that pixel. Thus, the performance metric
I utilize is accuracy from the node classification task.

4. Results

The first experiment mentioned in methods is the valida-
tion of my GNN model. This validation is comparing the
accuracy for semi-supervised node classification between
my GNN model and a MLP baseline. Table 1 shows these
results.

Table 1. Validation of GNN on Cora Dataset.

Model Train Acc | Val Acc | Test Acc
MLP (baseline) 96.43 52.60 60.60
GNN 99.29 78.00 81.10

As expected, the GNN outperforms the MLP and
achieves an expected level of performance on a graph
dataset. Thus, the model is properly implemented. Since
this experiment is validating my setup, there isn’t much in-
sight or discussion.

For the main experiment, I ran into very difficult obsta-
cles involving graph size for the neural network. Graph
Neural Networks are designed for sparse graphs that usu-
ally contain less than 100,000 nodes. A 500x500 image
(which is considered a small image) has 250,000 total pixels
(nodes) and almost 1,000,000 edges. As a result, I ran into
many memory issues when attempting to complete scene
segmentation task. Due to the short time constraint of the
project, I created a small dataset from ADE20k that consists
of only images with size less than (300, 300). There was a
total of 4,122 images that fit this criteria. After running a
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hyperparameter search, the corresponding best parameters
were a hidden dimension size of 16, 2 total layers, drop out
rate of 0.1, Stochastic Gradient Descent optimizer, ReLU
activation function, and learning rate of 0.1. The best train-
ing, validation, and test accuracy are shown below in Figure
2. In addition, Figure 3 makes it clear that the performance
of the model is poor for a given image as there is no clear
labeling between objects.

Table 2. Results from GNN on scene segmentation.

Model
GNN

Val Acc
20.35

Test Acc
19.69

Train Acc
26.88

lmfs

Figure 3. GNN’s image results for the scene segmentation on a
randomly chosen image from the validation set (image 116).

5. Discussion

The results of the main experiment can be broken down
into two main categories: the performance of the model on
images and image size obstacle. For the performance of
the model within the image domain, my work empirically
shows that the direct application of GNNs to the scene seg-
mentation task leads to poor results relative to state of the
art performance. There are two main reasons I think could
have contributed to the poor results. The first reason is my
choice of filtering for small images within the dataset to
overcome computational limitations. By doing this prepro-
cessing, our total dataset size significantly decreased from
over 20,000 training images to just over 4,000. This could
have less object categories being seen in training and then
tested with the test set. The last possible reason is the use
of message-passing for scene segmentation might not be
the best framework. One of the most significant benefits
from message-passing is gaining information about the total
graph structure as messages are only passed if an edge ex-
ists. With our image converted graphs, the graph structure is
completely balanced between all graphs (mostly 4 edges be-
tween all neighboring pixels). The overall graph structure is
already known and follows this pattern, so message-passing

might not gain much information. In addition to this issue,
the message-passing framework might only work well with
smaller graphs where a couple hops (layers) is sufficient in-
formation. In the case of images, 2 hops translates to only
2 pixels away which is relatively very small compared to
the whole image. As a result, it is very susceptible to noise
that naturally can occur in images which can lead to signifi-
cant overall performance changes. In order to increase these
hops, that requires significant computation by adding more
layers which is not possible since computation is already
a limitation of this approach as seen with image sizes. In
addition to poor performance, my work reveals that the in-
herent obstacle of image size and the overall computation
limitations of GNN requires more work and exploration.
The overall image size in this ADE20k dataset is relatively
small as the standard HD image size for pictures is 1280 x
720 pixels. In general, the dataset was around had around
600x600 dimension for images. As a result, this compu-
tation limit needs to be addressed in order for the GNN to
be applied in any meaningful way. Ultimately, these results
lay a foundation for applying GNNs to this task as no other
work in the previous literature uses GNNs as the main com-
ponent for image scene segmentation.

6. Conclusion

Given the importance of scene segmentation for com-
puter vision tasks, this paper explored the potential usage of
Graph Neural Networks within this new domain. This was
accomplished by reducing the scene segmentation task to a
well known node classification problem as described in the
method. Ultimately, the application of a message-passing
GNN led to overall poor results for the scene segmentation
task. However, there is still many potential ways GNNs can
be utilized in computer vision tasks. As mentioned within
the discussion, there are still many open problems. The first
and most important is overcoming the computational limit
of GNN with large image sizes. For future work, I would
suggest using a sampling method to reduce the image size or
using an object detection model to get a bounded box over
objects, and then using a fine-tuned GNN to label the pixels
within these much smaller bounded box images. In addition
to the image size problem, the second open problem is to
determine the best GNN framework to utilize for the scene
segmentation problem. The main experiment revealed that
message-passing may not be the best solution, but there are
many different approaches to GNNs that might lead to bet-
ter performance. For future work on the scene segmenta-
tion task, I would suggest utilizing a non message-passing
model so the neighborhood information used by the model
is greater than its immediate neighbors.
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